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ABSTRACT 

Accurate localization and recognition of objects in the three dimensional (3D) space can be useful in security and defence 

applications such as scene monitoring and surveillance. A main challenge in 3D object localization is to find the depth 

location of objects. We demonstrate here the use of a camera array with computational integral imaging to estimate depth 

locations of objects detected and classified in a two-dimensional (2D) image. Following an initial 2D object detection in 

the scene using a pre-trained deep learning model, a computational integral imaging is employed within the detected 

objects’ bounding boxes, and by a straightforward blur measure analysis, we estimate the objects’ depth locations.  
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1. INTRODUCTION 

A central component in surveillance operations is detecting and tracking objects in the monitored environment. To address 

these tasks, the majority of methods were developed for two-dimensional (2D) image and video signals, which are 

representations of the 3D environment. Such methods do not produce knowledge about the depth locations of the detected 

objects.  

Methods that extract depth location of objects include time-of-flight cameras [1] or structured light imaging [2], but these 

methods require sources of illumination. A common method for passive depth estimation is stereo imaging, however, it 

may require complex measurements for the disparity calculations [3]. Recently, monocular images have been used for 3D 

object detection, mainly through learning procedures [4,5], and the KITTI 3D detection data set [6] has been commonly 

used as a benchmark for this purpose. These methods, applied largely in scenarios of autonomous driving, depend on 

labeled examples and their depth accuracies may not be high. 

Following a recently developed method [7], in our approach for objects’ depth localization we employ computational 

integral-imaging [8,9] which is a passive imaging technique that can produce information about the depth of objects in the 

scene by imaging the scene into an array of images slightly shifted from each other. Computational integral imaging 

calculates reconstructed depth planes (RPs) of the scene from the array of images as follows [9,10]: 
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where 
,k lg  is an elemental image with 𝑘 and 𝑙 indices, 𝐾 × 𝐿 are the number of Elemental Images (EIs) in the array, and M  is the 

magnification factor, that is the ratio between the distance from the camera to the reconstructed plane and the camera’s focal distance. 
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xS and 
yS  are the distances between the cameras in the 𝑥 and 𝑦 directions (𝑥 and 𝑦 define the camera’s plane), 

respectively, and 
0( , , )RPf x y z  is the 2D reconstructed plane at a distance 0z  from the camera. In this way, we obtain a set 

of RPs at different distances Zi from the camera. In each 𝑅𝑃(𝑍𝑖), the distance (depth) Zi of an object surface that exists 

will appear sharp, while objects at other distances from the camera become blurred.  

We use this property for the detection of objects’ depth locations. The basic approach is to find the depth plane which is 

the sharpest along the depth axis [11,12]. This sharpness measure can be obtained by calculating the average gradient 

magnitude of each reconstructed (AGMR) plane, and the depth locations of objects can be obtained according to the depths 

where peak values in the AGMR appear.  

2.  METHOD 

Recently, we proposed an algorithm for detecting and localizing objects in a 3D scene using computational integral-

imaging [7]. We used a custom prototype camera array [13] to obtain an array of 21 images or videos (in a 3 x 7 

configuration). The Elemental Videos (EVs), where each image or video observes a slightly different angular perspective 

of the scene, constitute the array of Elemental Images (EIs) at each time instance. Object detection with instance 

segmentation is applied to a central elemental image in the array, producing bounding boxes and masks of the detected 

objects in the 2D image of the 3D scene. We examined several methods for this 2D operation, and present here results 

using the Mask R-CNN technique [14]. Each of the 2D detected objects at the current video frame goes through a local 

computational integral imaging process within its bounding box region, forming a reconstructed depth tube constructed of 

local depth planes. All of the detected local objects’ tubes go through local AGMR computations that give the depth 

locations of the 2D detected objects, producing 3D object detections. A schematic description of this procedure is presented 

in Figure 1. 

 

Figure 1. The procedure for object detection and localization in a 3D scene (starting from the upper right side of the figure).  
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3. RESULTS 

Figure 2 presents results of applying the method to two frames of a video that each includes two persons, one walking and 

one sitting. The figures on the left show the results of applying Mask R-CNN to the frames, detecting in each, the two 

persons and a chair. The Mask R-CNN was trained on a public MS Coco dataset [15] that has 81 classes. The graphs in 

the figure show the detected locations (in the depth axis) of the detected persons. The curve in each graph shows the 

average gradient magnitude of each reconstructed (AGMR) plane calculated at the bounding box region of a detected 

person. The peaks in the graphs (indicated by red dots) show the detected depth locations of the objects. It can be seen that 

the detected depth location of the sitting person is about the same in both frames (159cm and 155.5cm), while the detected 

depth location of the walking person changes according to his location. The small inaccuracies in the detected depths stem 

likely from the areas in the bounding box that are out of the object mask region (beyond the object edges) that include 

other objects, that may be moving, as in this case. This can be corrected by applying the computational process only within 

the object mask region and not within the whole bounding box that may include other objects. The output of the whole 

process includes the region and mask of each detected object, its category and its estimated distance from the camera. 

      

       

Figure 2. At the left - two video frames (20 (on top) and 70) with two persons each, one sitting and one walking, after applying 

Mask R-CNN, detecting in each frame, the two persons and a chair (bounding boxes). Note, that in the upper image, only a 

fraction of the walking person (right arm and shoulder) appears in the frame. Each graph in the figure shows the average 

gradient magnitude (as a function of the depth axis) of the reconstructed planes (AGMR) calculated at the bounding box region 

of a detected person. The peaks in the graphs, indicated by red dots, are the detected depth locations of the persons.  
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4. CONCLUSIONS 

In this paper, we demonstrate a method for 3D object localization. The method employs local computational integral-

imaging to find depth locations of objects following an object identified via a common 2D object detection with semantic 

segmentation. The computational integral-imaging is applied only within the detected objects’ bounding boxes, making 

the depth calculation quite accurate and efficient. To create the image array needed for applying the computational integral-

imaging, we used a newly developed camera array that simultaneously captures an array of images. For the 2D object 

detection and segmentation stage, we are currently examining several segmentation methods, which are computationally 

more efficient than the Mask R-CNN method.   
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